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TLDR: SOTA LLMs fail to consistently apply factual knowledge under entity ambiguity :

9 Can LLMs implicitly resolve entity ambiguity? Apple, Fig, Mango, Kiwi, | |2
Papaya, Orange e
9 Are they capable of correctly applying their . . _
internal knowledge in ambiguous situations? © Jaguar, Puma, Fox, Ford, Disney, Tesla, Boeing, | /-3
S Lynx , Penguin, .. | Dell, Ferrero, Benetton, Levi || o
C Strauss, Versace, Philips o
9 How consistent are they in doing so? < Greyhound, Dove S P
(=> trustworthiness and reliability concerns) 2 | [ Amazon, Cisco, Montblanc, Amazon, Nike, Midas, P
£ || Patagonia, Hershey, Nokia, | — Hyperion, Mars, Pegasus, ;>
“ 9 8 Eagle Creek, Prosper Vulcan, Hermes
: : § Triumph, Harmony, Genesis, Vision, Pioneer,
A behawora]l test suite to analyZ? the LLMs 3 Vanguard, Zenith, Allure, Tempo, Fidelity
behavior under entity ambiguity
Studv 1: K ledae Verificati « All analyzed models are aware of both readings for all entities
tudy 1: Knowledge Verification e ... but mostly failed to confirm the entity ambiguity:
[ Tell me about company Sure, Apple was founded
Apple MBS 75
s | T Of e Gemma 400.0 90001 37.5 0.0 [H25H0.0
-« % el ol } Mistral 83.8  75.0 _ 75.0  90.0

Con Aoole mean anvihine olae Mixtral /1.4 50.0 0.0 . 30.0 50.0
than fruit? Answer with Yes or NOI ves } C(zlz-l'l-:-ig &=&w=%
aka sanity check llama-3 100.0 100.0 1000 100.0 100.0  100.0

(The percentage of entities for which the models confirm ambiguity is reported.)
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Study 2: Eliciting Pref e @ R
udy Z: Eliciting Preterence b o W 0T (o
What do the following have in common? Gemma -
Apple, Fig, Mango Kiwi, Papaya, Orange m:ir;'l non-company reading
They aro dl } ....................... (A B, C are companies, } gﬂj’: ‘ ‘
companies (The are a| fruits et L Llama-3 company reading

Preferred Reading  Ajrarnative Reading

« More varied preferred readings for Myths and Abstract
What is model’s preferred reading of each entity type? entities - possibly due to their higher ambiguity

Preferred Reading | Alternative Reading Average

prop X|prop type X| prop X [prop type X| prop X (prop type X| Agg

T P TSR Mistral | 77.6 63.3 8/7.8 70.5 93.9 82.2

Apple founded? | founded in 1975 colour of Apple? Mixtral | 77.6 /5.5 85.7 /6.6 92.9 84.8
When was the Appl What is the Th | f .3

company Apple Ay e S0 COI?&JF;pCf; fruit apeplcéoiﬁjer E GPT1-3.5| 87.8 73.5 /7.6 81.7 88.8 89.3

' GPT-40 | 93.9 83.7 89.8 88.8 94.9 91.9

How well can LLMs adopt the correct reading? Llama-3 | 87.8 _ 85 7 86.8 09 0 89 9

Average

(The percentage of responses in which models adopted the correct interpretation is reported.)

Correlation with the entity popularity:

0Dy (Mixtral) “... Hermes” -> “Hermes is a male deity in Greek mythology. [...]”
Provide the gender for... “...Amazon” ->“Amazon.com, Inc. is a company, and as such, it does not have a gender. [...]”

100 100 100 100

80 Gemma g, Mistral| g Mixtral | g, Average
. . 60 60 60 60
Study 4: Application to Knowledge 40 4 40 40
20 20 20 20
g 0
<Was Apple fOunded N 1975? I NO. > 0 Consistent Cz?\ggtlclent Inconsistent 0 Consistent Cz?\;t:tlclent Inconsistent 0 Consistent CPart'iat”yt Inconsistent Consistent Czar;:tllzyt Inconsistent
100 100 100
Can LLMs reconfirm their knowledge? o0 GPT-3,5 % GPT-40 g Llama-3
60
40 40 40 Preferred Reading
20 20 20 Alternative Reading
0 0 0

Consistent _Partially Inconsistent Consistent _Partially Inconsistent Consistent Part ially Inconsistent
onsistent Consistent Consistent

(GPT-3.5) “No. December 5, 1901 is not the date of birth of Walt Disney. Walt Disney was actually born on December 5, 1901.”



