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Existing datasets contain annotation errors



Motivation

‣ Categories exist, but they are fluid 

‣ Not everything is plausible variation.  

‣ Can we tease apart error from plausible human label variation?

Error   vs.       plausible Human Label Variation

a continuum of plausible variation
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Data Quality



‣ A long-standing task (e.g. Dickinson & Meurers, 2003); recently surveyed comprehensively 
by Klie, Webber, Gurevych (2022) 

‣ Typical AED methods are post-hoc processing 

‣ Prior work: we proposed to combine AED with human in the loop for classification tasks: 
Active AED 

‣ Datamaps  

‣ Active Learning 
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Annotation Error Detection (AED)

(Weber & Plank, 2023 ACL Findings)
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We adapt AED methods from earlier 
classification tasks (Swayamdipta et al., 2020)

(Swayamdipta et al, 2020)

Data map for SNLI train set, based 
on a ROBERTA-large classifier. The x-axis shows 
variability and y-axis, the confidence; the col- 

ors/shapes indicate correctness. 



Following earlier work on ActiveAED 
Weber & Plank 2023



So far studied on AED were limited to 
(discriminative) classification tasks
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From Pretrain-finetune to Instruction Tuning 

Image credit: https://jasonwei20.github.io/files/FLAN%20talk%20external.pdf 

https://jasonwei20.github.io/files/FLAN%20talk%20external.pdf


‣ Finetuning Datasets store input-output pairs in form of instructions.

‣ Qs: What kind of errors are there? How can we best detect them?
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Instruction Tuning & AED



(Self-)Instruction-Tuning Datasets Contain 
Many Kinds of Tasks 



Donkii: Detecting Errors in InstT Datasets 



Three kinds of InsT Datasets 

(converted)P3: Public Pool of Prompts

SNI: Supernatural Instructions

Alpaca: LLM self-instructed 



Three kinds of InsT Datasets 

(converted)P3: Public Pool of Prompts

SNI: Supernatural Instructions

Alpaca: LLM self-instructed 

synthetic noise  
(truncate, flip, gen)

collect from 
Github issues

collect from 
AlpacaDataCleaned

Error Sources:



Taxonomy of Error Types



Examples



Overview of Donkii Datasets

‣ Three data sections:

‣  (clean),  (errors),  (rest, unknown error rate)

‣ Overview of resulting datasets:

X* Xerr Xunk



How well does AED do on Instruction Tuning Data?

‣ Follow Klie et al. (2022) and use a ranking (scoring) approach

‣ Score for each instance (higher score, more likely an error)

‣ Model and score: T5 models (four sizes, three seeds) and training dynamics (with four 
different metrics) calculated over E epochs (e.g. avg probabilty, PPL, min prob, AUM) - 
e.g. average probability:

‣ Evaluation metric: AP (average precision)



Results
‣ Baseline: Proportion of errors estimated from  (clean) and  (errors) 

‣ On average, average prob (Pμ) performed the best (Figure below)

‣ Perplexity second (see Table 4 in paper for details)

X* Xerr

AED results of the (negative) average probability method (in AP)
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Results per category
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The results differ strongly  
across error categories  

and dataset.



Results

‣ P3: Synthetically introduced errors are easier to detect

‣ We recommend to start with a ‘base' sized model for a new InstT dataset



In this line  
of research …



Questions or 
Suggestions?
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Qs will be forwarded to Barbara Plank 
b.plank@lmu.de

Paper Github


